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SUMMARY

This paper presents a description of the extension and parallel implementation of a new two level addi-
tive Schwarz (AS) preconditioner for the solution of 3-D elliptic partial di�erential equations (PDEs).
This preconditioner, introduced in Bank et al. (SIAM J. Sci. Comput. 2002; 23:1818), is based upon
the use of a novel form of overlap between the subdomains which makes use of a hierarchy of meshes:
with just a single layer of overlapping elements at each level of the hierarchy. The generalization consid-
ered here is based upon the restricted AS approach reported in (SIAM J. Sci. Comput. 1999; 21:792)
and the parallel implementation is an extension of work in two dimensions (Concurrency Comput.
Practice Experience 2001; 13:327). Copyright ? 2002 John Wiley & Sons, Ltd.
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1. INTRODUCTION

To begin a brief description of the optimal two level AS preconditioner introduced in Refer-
ence [1] is provided. The construction of this preconditioner is based upon the existence of a
nested sequence of meshes on each subdomain, each with a single layer of overlap onto the
neighbouring subdomains.
Let T0 be a coarse triangulation of the problem domain, � say, consisting of N0 tetrahedral

elements, �(0)j , such that �(0)j = ��(0)j ,

��=
N0⋃
j=1
�(0)j and T0 = {�(0)j }N0j=1 (1)

Also let diameter (�(0)j )=O(H), and divide � into p non-overlapping subdomains �i. These
subdomains should be such that:

��=
p⋃
i=1

��i (2)
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�i ∩�j=� (i �= j) (3)

��i=
⋃
j∈Ii
�(0)j where Ii⊂{1; : : : ; N0} (Ii �=�) (4)

The coarse triangulation T0 may be re�ned several times, to produce a family, T0; : : : ;TJ ,
where each triangulation in this family, Tk , consists of Nk tetrahedral elements, �

(k)
j , such that

��=
Nk⋃
j=1
�(k)j and Tk = {�(k)j }Nkj=1 (5)

The successive mesh re�nements that de�ne this sequence of triangulations need not be
global and may be non-conforming, however it is necessary that they satisfy a number of
conditions:

1. �∈Tk+1 implies that either
(a) �∈Tk , or
(b) � has been generated as a re�nement of an element of Tk into eight regular children

(by bisecting each edge of this parent of �),
2. the level of any tetrahedra which share a common point can di�er by at most one,
3. only tetrahedra at level k may be re�ned in the transition from Tk to Tk+1.

(Here the level of a tetrahedron is de�ned to be the least value of k for which that tetrahedron
is an element of Tk .) In addition to the above it is also necessary that:
4. in the �nal mesh, TJ , all sets of tetrahedra which share an edge which lies on the
interface of any subdomain with any other subdomain have the same level as each other
(i.e. the mesh is conforming along subdomain interfaces).

Having de�ned a decomposition of � into subdomains and a nested sequence of trian-
gulations of � the restrictions of each of these triangulations onto each subdomain may be
de�ned by

�i; k = {�(k)j : �(k)j ⊂ ��i} (6)

In order to introduce a certain amount of overlap between neighbouring subdomains

�̃i; k = {�(k)j : �(k)j has a common point with ��i} (7)

is also de�ned. Following this the �nite element (FE) spaces associated with these local
triangulations may be introduced. Let G be some triangulation and denote by S(G) the space
of continuous piecewise linear functions on G. Then the following de�nitions are made:

W=S(TJ ) (8)

W0 =S(T0) (9)

Wi; k =S(�i; k) (10)

W̃i; k =S(�̃i; k) (11)

W̃i = W̃i;0 + · · ·+ W̃i; J (12)
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It is evident that

W=W0 + W̃1 + · · ·+ W̃p (13)

where, as in (2), p is the number of subdomains. This is the decomposition that forms the
basis of the two level additive Schwarz preconditioner (see Reference [2] for example), M
say, in Reference [1]. Hence, for a global FE sti�ness matrix A, this preconditioner takes the
form

M−1 =
p∑
i=0
RTi A

−1
i Ri (14)

where (using the usual local bases for W, W0 and W̃i) Ri is the rectangular matrix representing
the L2 projection from W to W0 (when i=0) or W̃i (when i¿0), and Ai is the FE sti�ness
matrix corresponding to the subspace W0 (when i=0) or W̃i (when i¿0).

2. A NON-SYMMETRIC GENERALIZATION OF THE PRECONDITIONER

It is proved in Reference [1] that, for a symmetric positive de�nite (SPD) sti�ness matrix
A, (14) is an optimal two level preconditioner. That is, the condition number of M−1A is
bounded independently of h, H and p, where the tetrahedral elements at level J have a
diameter of O(h). Following the ideas of [3], for example, one may also consider a restricted
version of this preconditioner that is not symmetric even when each Ai is. This is obtained
by replacing the RTi terms in (14) with simpler alternatives which signi�cantly reduce the
amount of computation and communication required in a parallel implementation. The form
of this restricted preconditioner is given by

M̃−1 =
p∑
i=0
�T
i A

−1
i Ri (15)

where �T
i is a simple prolongation matrix, all entries of which are zero with the following

exceptions. For i¿0, if the node at which the nth local basis function of W̃i is non-zero is
inside �i then the entry in position (m; n) of �T

i is 1, where m is the number of this node
in TJ . Also, if the node at which the nth local basis function of W̃i is non-zero is on the
interface of �i then the entry in position (m; n) of �T

i is 1=q, where m is as before and q is
the number of neighbouring subdomains that share this interface node. For i=0, entry (m; n)
of �T

0 is equal to 1 where m is the number of node in TJ which corresponds to each node
n in T0.
Unlike for (14) a proof of optimality of preconditioner (15) is not o�ered, however empir-

ical evidence suggests that it may be optimal and that it performs better than (14) for typical
test problems. For example, Table I shows the number of iterations required to solve a simple
3-D potential �ow problem of the form

−��=f in �= (0; 2)× (0; 1)× (0; 1) (16)

subject to Dirichlet boundary conditions throughout @�. A Galerkin FE discretization is used
on a sequence of uniformly re�ned meshes and the 2-norm of the residual is reduced by
a factor of 105 in each case. Since (16) is a self-adjoint problem the discretization yields
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Table I. The performance of the symmetric AS preconditioner (14) and the reduced AS preconditioner
(15) on the Galerkin FE discretization of (16).

Preconditioner (14) Preconditioner (15)

Elements=Procs. 2 4 8 16 2 4 8 16

6144 6 11 16 19 3 3 4 4
49 152 7 12 17 19 3 5 5 6
393 216 8 13 19 20 4 6 7 8
3 145 728 9 13 19 20 4 8 9 9

Figures quoted represent the number of iterations required to reduce the initial residual by a factor of 105 on
a sequence of uniform re�nements of an initial mesh of 768 tetrahedral elements.

Figure 1. An illustration of the partitioning strategy, based upon recursive co-ordinate bisection, used
to obtain 2, 4, 8 and 16 subdomains for our test problems where �= (0; 2)× (0; 1)× (0; 1).

a SPD sti�ness matrix A. In this case the preconditioner M , given by (14), is also SPD
however M̃ , given by (15), is not. Hence, although the conjugate gradient method [4, 5] may
be used with M as the preconditioner, a more general iterative technique, such as GMRES [6],
must be used in the restricted case. Nevertheless, Table I clearly demonstrates that this minor
disadvantage of (15) over (14) is more than compensated for by the reduction in the number
of iterations required. Furthermore, the computational (and, in the parallel implementation,
communication) cost of applying M̃ at each iteration is less than that of applying M .
It should be noted that the results presented in Table I, and all other results presented in

this paper, are for one particular set of partitions of the domain �= (0; 2)× (0; 1)× (0; 1).
These are obtained by using a very simple recursive co-ordinate bisection algorithm (e.g.
Reference [7]) and, in this case, provide compact subdomains with a relatively small surface-
area to volume ratio, as illustrated in Figure 1. It is shown in Reference [8] that the shape
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Table II. The performance of the reduced AS preconditioner (15) on the streamline di�usion FE
discretization of (17) for two choices of �.

�=10−2 �=10−3

Elements=Procs. 2 4 8 16 2 4 8 16

6144 3 4 4 6 5 5 5 7
49 152 3 4 4 6 4 5 5 7
393 216 3 4 5 7 4 5 5 6
3 145 728 3 5 6 8 3 4 5 7

Figures quoted represent the number of iterations required to reduce the initial residual by a factor of 105 on
a sequence of uniform re�nements of an initial mesh of 768 tetrahedral elements.

of the subdomains can have some bearing on the precise performance of preconditioner (15),
however, this issue will not be addressed here.
A further advantage of the preconditioner M̃ over M is that it may be applied quite naturally

to the solution of non-symmetric or inde�nite linear systems arising from the discretization of
non-self-adjoint PDEs. For example, Table II shows the number of preconditioned GMRES
iterations required to solve two convection–di�usion problems of the form

−��u+ b · ∇u=f in �= (0; 2)× (0; 1)× (0; 1) (17)

on the same sequence of meshes as used in Table I. In each case b=(1; 0; 0)T, Dirichlet
boundary conditions have been applied throughout @� and a stabilized (streamline di�usion
[9]) FE discretization has been used. Again only a very slow growth in the number of iterations
is observed as h is decreased or p is increased.

3. PARALLEL IMPLEMENTATION ISSUES

The parallel implementation of the preconditioned GMRES solver using M̃ as the precondi-
tioner may be undertaken in a number of ways. In particular, the coarse grid solve, A−1

0 z0 = r0
say, that must be applied at each iteration can be undertaken either in parallel or sequentially.
For the two level algorithm described here it is expected that this coarse grid problem will
be relatively small and so the overhead of a parallel solve is likely to be prohibitive. Hence,
this problem is solved sequentially and, following the philosophy of [10], it is repeated on
all processors rather than being undertaken on a single processor and the result broadcast, as
in Reference [11] for example.
In fact, for the parallel implementation used in this work it has been assumed that each

subdomain is assigned to a single processor, so that the coarse grid solve may be combined
with each of the local subdomain solves as follows. Each processor, i say, takes its own copy
of the partitioned coarse mesh T0 but only re�nes this mesh inside �̃i; k−1 at step k of the
re�nement process (i.e. from Tk−1 to Tk). The continuous piecewise linear FE spaces on the
resulting meshes are then

Ui=W0 ∪W̃i (18)
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Figure 2. A 2-D illustration of a simple coarse mesh (top left) and a corresponding uniformly re�ned
�nal mesh (bottom left) along with the actual meshes generated on four di�erent processors (where the

coarse mesh has been locally re�ned only inside �̃i; k at level k of the re�nement process).

for i=1; : : : ; p. Corresponding meshes are illustrated for a simple 2-D example in Figure 2.
Note that in this �gure there are a number of ‘slave’ nodes in each processor’s mesh which
cause these meshes to be non-conforming. The solution values at these nodes are not free:
they are determined by the nodal values at the ends of the edges on which the slave nodes
lie. For a practical implementation it turns out to be simpler to allow the solution values at
these nodes to be free by performing an interior re�nement of those elements on the unre�ned
sides of the edges that have ‘hanging’ nodes on them. In the 2-D example of Figure 2 this
simply involves bisecting all triangular elements containing a hanging node however for 3-D
problems, such as those considered in this paper, this intermediate re�nement is a little more
complicated (see Reference [12] for details of the ‘green’ re�nement stencils used here).
Having obtained a mesh on each processor it is possible for processor i to assemble the

local FE problem for its mesh independently of the other processors. For a linear PDE this
algebraic system may be expressed as




Ai 0 Bi

0 �Ai �Bi

C1 �C2 Ai; s + �Ai; s






ui

�ui

ui; s


=




f
i

�f
i

f
i; s
+ �f

i; s


 (19)

Here ui are the unknowns inside �i, �ui are the unknowns outside ��i and ui; s are the unknowns
on the interface of �i. Correspondingly, Ai, Bi, Ci, Ai; s and fi; s are matrix and vector blocks
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assembled over elements inside �i, and �Ai, �Bi, �Ci, �Ai; s and �f
i; s
are matrix and vector blocks

assembled over elements outside �i on processor i.
Note that in addition to the block notation used in (19) the sti�ness matrix A may also be

written in a global block structure:

A=




A1 B1P1

. . .
...

Ap Bp Pp

P T1 C1 · · · P Tp Cp AI




(20)

where AI =
∑p

i=1 P
T
i Ai; sPi for some Boolean prolongation matrices P

T
i which are used to extend

a vector of nodal values on the interface of �i to a larger vector of all subdomain interface
values. Hence a matrix–vector product, w=Av say, may be calculated in parallel as

wi = Aivi + BiPivI (21)

wI =
p∑
i=1
(PTi Civi + P

T
i Ai; sPivI) (22)

=
p∑
i=1
P Ti w i; s say (23)

Similarly, a vector inner product may also be calculated e�ciently in parallel using the blocks
that are stored on each processor.
Hence, the only remaining computationally signi�cant task in the preconditioned GMRES

algorithm to be considered is the parallel implementation of the preconditioner itself. The over-
all e�ect of the modi�cations outlined at the start of this section are to yield a preconditioner
that now takes the form

M̂−1 =
p∑
i=1
�̂T
i Â

−1
i R̂i (24)

where R̂i is the projection matrix from TJ to the mesh stored on processor i, Âi is the matrix
on the left-hand side of (19) and �̂T

i is the simple prolongation matrix which combines
�T
0 and �

T
i in (15). There are two main implementation issues associated with solving a

preconditioning system of the form M̂ z= r at each iteration in parallel. The �rst of these is
the calculation of the restriction R̂i r, which requires an all-to-one communication for each
processor i. The second main issue that must be addressed is the solution of subproblems
of the form Âi z= R̂i r on each processor. These systems are of form (19), however, and
may therefore be solved simultaneously on each processor without the need for any further
communication. The prolongation operations �̂T

i z are extremely cheap to compute.
In Table III some parallel timings are presented for the solution of the convection–di�usion

test problem (14) on the �nest meshes used in Table II (i.e. using 3 145 728 tetrahedral ele-
ments). The subproblems of form (19) have been solved sequentially (and only approximately,
for improved overall e�ciency) using an incomplete LU preconditioned GMRES solver [13]
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Table III. Timings for the parallel solution using the stabilized FE
discretization of (17) for two choices of �.

�=10−2 �=10−3

Processors 1 2 4 8 16 1 2 4 8 16

Solution time 770.65 484.53 347.61 228.39 136.79 688.12 442.44 277.78 187.16 108.75
Speed-up — 1.6 2.2 3.4 5.6 — 1.6 2.5 3.7 6.3

The solution times are quoted in seconds and the speed-ups are relative to the best sequential solution time.

and this is also the solver used for the sequential times quoted. All timings are in seconds
on a shared memory SG Origin2000 computer.

4. DISCUSSION

There are a number of factors that limit the e�ciency of the current parallel implementation.
In all cases the sequential time of the AS preconditioned solver is greater than that of the
sequential solver used (based upon ILU preconditioning, which does not naturally parallelize),
so even a perfect parallel implementation would not deliver 100% e�ciency. Furthermore,
the mesh partitioning strategy used in this work is extremely basic and could certainly be
improved to yield faster convergence and, in the case of 16 or more subdomains, better load-
balancing. Also, our decision to solve the coarse grid problem on every processor does result
in a greater total amount of communication and, whilst much of this can be overlapped with
useful computations, some additional parallel overhead is observed.
Overall, however, in this paper the potential of the two level AS preconditioner considered

has been demonstrated for the solution of a range of FE problems in three dimensions. Not
only does the preconditioner yield optimal convergence rates for symmetric problems, as pre-
dicted in Reference [1], but it also appears to perform optimally in its non-symmetric reduced
form and when applied to non-symmetric model �ow problems such as convection–di�usion
equations. Furthermore, the practical parallel implementation of this approach has been suc-
cessfully demonstrated and encouraging results have been obtained on moderate numbers of
processors. Further work is underway to better understand the e�ects of di�erent mesh parti-
tioning strategies so as to improve the parallel e�ciency and to apply the technique as part of
an adaptive strategy, as in References [10, 14] for example. Extensions to non-linear equations
and systems are also being investigated.
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